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A Brand New Dance Partner: Music-Conditioned Pluralistic Dancing Controlled by Multiple Dance Genres

Motivation: What if artificial intelligence could be used to help choreographers blend dance genres 

by suggesting various dances, and one that matches their choreographic style?

Goal & Contribution
✓ Is one-to-many 3D dance generation conditioned by music

• To generate realistic and diverse dance motion

✓ Generate dance controlled by multiple dance genres

• Scalable to multiple dance genres

MNET: Music-conditioned transformer NETwork
✓ Non-autoregressive Transformer architecture (during training) [2]

✓ MNET autoregressively synthesizes realistic 3D dance sequences (during inference)

✓ Sequence-level generator via Transformer conditional GAN (mapping network)

✓ Allows to generate diverse 3D dance sequences with various dance genre styles

Training Data [1]

The AIST++ dance motion dataset

✓ Contains 1,408 sequences of 3D human dance

• Represented as joint rotation along with root trajectory

✓ Provides 3D human key-point annotations and camera 

parameters

• Covering 30 different dancers in 9 views

Qualitative Results Comparisons with 

Previous works
✓ FID: Frechet Inception Distance

✓ DIST: Average Euclidean Distance
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